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Hazard Analysis: Think think think…
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§Hazard analysis is a creative 
exercise! 

§How do we know the analysis is 
complete? 

• Have identified all the hazards, hazard 
causes, failure modes, system 
interactions, and consequences? 



Large Language Models
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E. M. Bender, et al., “On the Dangers of Stochastic Parrots: Can Language 
Models Be Too Big? 🦜,” in Proceedings of the 2021 ACM Conference on 
Fairness, Accountability, and Transparency, in FAccT ’21. New York, NY, 
USA: Association for Computing Machinery, Mar. 2021, pp. 610–623. 

LlaMA 2

https://en.wikipedia.org/wiki/Larg
e_language_model#List 

175 B params
/300 B tokens

70 B params
/2 T tokens

340 B params
/3.6 T tokens

https://en.wikipedia.org/wiki/Large_language_model
https://en.wikipedia.org/wiki/Large_language_model


Co-Hazard Analysis
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System Theoretic Accident and 
Processes
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N. G. Leveson and J. P. Thomas, “STPA Handbook,” 2018.



Experiment – Research Questions

§RQ1 (Feasibility) – Can an LLM 
produce results that are useful to 
human analysts identifying UCAs 
and causal scenarios?

§RQ2 (Utility) – What proportion of 
responses are useful and correct v. 
incorrect v. not useful? 

§RQ3 (Scalability) – Does the 
response quality degrade as system 
under analysis increases in 
complexity? 

2023-09-19 7



Experiment – Method Overview

1. System selection

2. System encoding 

3. Querying the LLM

4. Manual response review 
and coding

5. Analysis of results

2023-09-19 8



Experiment – System Selection
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Experiment – System Encoding
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Consider a system consisting of a Controller, Heater, Water 
Tank, and Thermometer.

The Controller provides the enable signal to the Heater to 
maintain a temperature setpoint. While the Controller is 
providing the enable signal to the Heater, the Heater heats 
the water in the Water Tank. When the Controller stops 
providing the enable signal to the Heater, the Heater does not 
heat the water in the Water Tank. The Thermometer 
measures the current water temperature inside the Water 
Tank. The Thermometer provides the current temperature of 
the water flowing out of the Water Tank to the Controller. 

The water flowing into the tank has variable temperature 
between 5 and 60 degrees Celsius. The ambient temperature 
is above 0 degrees Celsius. Water flows in and out of the 
tank at the same rate. 

List of system 
elements

Description of 
relationships

Additional 
constraints and 
assumptions



Experiment – System Encoding

A dangerous event occurs if the temperature of the water 
flowing out of the tank is greater than 90 degrees Celsius. 

A dangerous event occurs if the water level in the Water Tank 
exceeds the Water Tank’s capacity. 

There are no more dangerous events.
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Hazard 1

Hazard 2
(system 2 & 3)

Closed world 
assumption.



Experiment – Querying the LLM

Control Action Provided Not Provided Too Early / Late
Stopped to Soon 

/ Applied too 
Long

Controller - Enable
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Could Element doing guideword & control 
action result in dangerous event ? 



Experiment – Querying the LLM

Control Action Provided Not Provided Too Early / Late
Stopped to Soon 

/ Applied too 
Long

Controller - Enable ... ... ? ...
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Could the Controller providing the 
enable signal too early to the 
Heater result in the temperature of 
the water flowing out of the tank 
exceeding 90 degrees C? 



Experiment – Coding 

§Coded at “word level”.

§Pair coding:

1. Independently code

2. Review and discuss differences

3. Optionally change codes

§ Three codes:

• Correct and useful

• Correct but not useful

• Incorrect
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Experiment – Coding Example
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Results – Basic Experimental Data
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Post discussion 
Cohen’s Kappa

(moderate – strong 
agreement) 



Results – RQ1 (Feasibility)

§ ChatGPT’s responds to queries about potentially unsafe control actions with 
useful and correct information with moderate frequency (64% of the time). 
Therefore, it is feasible to use ChatGPT to support STPA. 

§ However, ChatGPT’s responses are likely to also contain correct but not useful 
and incorrect information and so responses must be scrutinized by a human 
analyst.
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Can an LLM produce results that 
are useful to human analysts 
identifying UCAs and causal 
scenarios?



Results – RQ2 (Utility)
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What proportion of responses are 
useful and correct v. incorrect v. not 
useful? 



Results – RQ2 (Utility)

§When used for CoHA with STPA, between 
one quarter to one half of the content 
in ChatGPT’s responses is correct and 
useful information.

§Human analysts performing CoHA with 
ChatGPT will have to sift through 
responses to find it. 

§ChatGPT’s responses were moderately 
useful.
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What proportion of responses are 
useful and correct v. incorrect v. not 
useful? 



Results – RQ3 (Scalability)
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Does the response quality 
degrade as the system under 
analysis increases in 
complexity? 



Results – RQ3 (Scalability)
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Does the response quality 
degrade as the system under 
analysis increases in 
complexity? 

𝐻!: The proportion of words coded as ‘incorrect’ is equal between the 
lowest and moderate complexity systems. ß Null Hypothesis Rejected!

Six pair-wise statistical (two-tailed) tests for significance between population proportions (𝛼 = 0.01) for different system 
complexities are used. The Bonferroni correction is used to reduce the probability of a Type I error (i.e., incorrectly 
rejecting the null hypothesis with 𝑎! = ⁄𝛼 6 = 0.00167. 



Results – RQ3 (Scalability)
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Does the response quality 
degrade as the system under 
analysis increases in 
complexity? 

§ The quality of ChatGPT’s responses declines as the system 
complexity increases. 

§ For systems above a certain complexity, the proportion of correct 
and useful information declines.



Conclusion and Next Steps

§ Preliminary Study…

§ Co-Hazard Analysis (with an LLM) is a feasible and 
moderately useful. However, utility degrades as 
complexity increases.

§ Next Steps

• Repeat with the next generation of LLM’s à are the 
results better?

• Try with other hazard analysis techniques à does CoHA 
generalize?

• Try with a real-world  systems à does CoHA “add value”?

• Compare with human-only analysis.
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