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Presenter
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Laure Millet is a Software and Systems Engineer at

Critical Systems Labs Inc. She has extensive 

experience in safety assurance across a wide range 

of technical domains including aerospace, automotive, 

defense, medical and rail. She is often involved in 

client projects that involve unique challenges in 

managing safety risk associated with emergent 

technology such as the use of Machine Learning in 

autonomous vehicles.  Laure has received a doctorate 

in Computer Science from Pierre and Marie Curie 

University (Paris, France).



Risk Ranking

▪What is the probability of failure for a system whose behaviour 
is mainly determined by AI or ML?
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MIL STD 882E



Level of Rigour Approach in ISO 26262
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Confidence is increased 

by performing 

increasingly demanding 

engineering activities.



Level of Rigour in MIL STD 882E
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Risk Ranking of AI-autonomy
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▪Use a systematic approach to rank 
complexity associated with a task 
being performed by an AI-based 
component.

▪Combine with level of risk as 
determined by conventional 
methods. 

▪Use the result to select level of 
rigour activities to gain 
confidence in the AI-based 
component.



Proposed Method at a Glance
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Our contribution



Classifying Task Complexity 
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Rank task complexity based on 

“human expert” standard, independent 

of technology performing the task.



Example – Input Entropy
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Example – Out Non-Determinism
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Input Entropy

▪ E1 (Low) – Low input dimensionality with low variability in each 

dimension. Independent experts derive (nearly) identical mental 

models. 

▪ E2 (Medium) – Moderate number of input dimensions with a high 

variability in each dimension. Independent experts might derive 

different mental models of the situation but, after discussion, could 

agree. 

▪ E3 (High) – Many input dimensions where each dimension has high 

variability. Independent human experts might derive different mental 

models of the situation and, even after discussion, might disagree on 

the correctness. 
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Output Non-Determinism

▪N1 (Low) – Given perfect knowledge of the situation, experts 

performing this task will produce the same result. 

▪N2 (Medium) – Given perfect knowledge of the situation, 

experts performing this task might produce different results, but 

likely agree that other’s conclusions are acceptable. 

▪N3 (High) – Given perfect knowledge of the situation, experts 

performing this task might produce different results, and 

disagree on the acceptability of each other’s result or the level 

of confidence of the results. 
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Selecting the AI-SIL
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Example – Vehicle Occupancy Detection

Task: turn off the interior lights in a vehicle 
when it is no longer occupied, the input is 
the ambient volume measured by a single 
microphone.

SIL: this application would likely be a SIL 1 
system, as a turning the lights off is 
expected to be low risk.

Input Entropy: Single simple sensor → E1

Output Non-Determinism: Output is a 
binary value and it is unlikely that experts 
would disagree on if the vehicle is occupied 
or not → D1.

Combine: AI-SIL 1
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Example – Vehicle Path Planning

Task: Generates a vehicle trajectory that 1) 
progress towards the objective is achieved, 2) 
driving rules are obeyed, and 3) no collisions 
occur. 

SIL: Suppose the AI-based component 
performing this task is assigned SIL 4.

Input Entropy: There is a significant amount of 
variability in the environment including the 
diversity of object types and behaviours, driving 
rules, and environmental conditions → E3. 

Output Non-Determinism: Many trajectories 
that could be produced that trade off progress 
and safety → N3. 

Combine: AI-SIL 4
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Level of Rigour from AI-SILs
For illustration (not a complete proposal)
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Example of LoR Activities for AI-SIL 1

▪ Focus on AI component 
performance.

▪ Specify and verify performance 
requirements using well-known 
metrics (e.g., TP, TN, FP, FN rates). 

▪ Monitor post-deployment to ensure 
“in-field” performance satisfies 
requirements.
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Example of LoR Activities for AI-SIL 2

▪ Follow a systematic AI/ML 
development process.

▪ Define operational domain using a 
structured method/representation.

▪ Requirements for data volume, data 
quality, robustness, performance, etc.

▪ Rationalize and document detailed 
design choices (e.g., number of 
layers in NN, activation functions, 
etc.). 
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Example of LoR Activities for AI-SIL 3

▪ Increased V&V rigour.

▪ Independent review(s) of 
engineering artifacts.

▪ Require more sophisticated V&V 
methods, such as combinatorial 
testing, surprise adequacy, or 
metamorphic testing.

▪ Require coverage assessments 
over domain.

▪ Might make more use of simulation 
technologies.
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Example of LoR Activities for AI-SIL 4

▪ Avoid AI-SIL 4 tasks.

▪ Revise functional decomposition of 
system.

▪ Reduce task complexity (e.g., 
narrow operational domain, reduce 
degrees of freedom for output).

▪ Proceed with caution (consider 
formal verification).
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Next Steps – Validation of Method

▪Repeatability – Do different users 
arrive at similar results for the same 
system? 

▪Generalizability – Does it apply in 
multiple domains to different tasks? 

▪Useful – Does this actually help 
structure risk management for AI-
based systems?
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Next Steps – Assurance Cases

▪Can AI-SILs support 
the creation of an 
assurance case for an 
AI-based system? 

▪Balance process-
and goal-oriented 
approaches to 
assurance.
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Summary
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▪Use a systematic approach to rank 
complexity associated with a task 
being performed by an AI-based 
component.

▪Combine with level of risk as 
determined by conventional 
methods. 

▪Use the result to select level of 
rigour activities to gain 
confidence in the AI-based 
component.
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